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Case Study of Fuel Consumption by Vehicles
Utilizing the Postulates of Bounded Rationality

Joseph E. Mullat *

Abstract

The article presents a new method called "Blind Data Analysis'", which simplifies the
examination of numerous statistical indicators with an unknown distribution. It highlights
the practical context as well as the need for a rational categorization to improve the reli-
ability of forecasts. It seems that this method makes it more accessible to consider indica-
tors, following the principle of parsimony, similar to Ockham’s Razor. It explores and
discusses the basic postulates of bounded rationality in decision-making process. Argu-
ments based on postulates include a direct justification for the reliability of the method
based on the additional postulate of a “constraint” of reality; this seems to be a more
dynamic method. The study uses this method with data from the Spritmonitor.de database,
which focuses on vehicle information, including gas and electricity consumption, and
vehicle mileage. The database helps users track their fuel savings and related costs by
providing thousands of car users with real-world cost per gallon or liter per 100 km. The
postulates of rationality were tested against this database using the Excel macro program.
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Concise Glossary of Mathematical Notations
We consider fuel consumption indicators P, € A, |A| =1n of N car models

or labels/issues, K = 1,_1’1 Indicators <§> =P, 2P, 2...2D;2...2D,,

j =1,n, in contrast to the original list P, , are necessarily descending. A se-

quence T = <ﬂ?j> =10, T ey T

., 0, arrange so-called moments, where
T, = ﬁj X j. The choice consists of an act of selecting several car models from
X, Y or HC A (as described by Ma et al., 2015) or as multiple options
CX)c X, C(Y)< Y or C(H) c H according to certain rules also outlined
by Strzalecki (2011). A totality of lists of all 20 samples or issues H < A is
denoted by 24 = {H} In accord with the descending sequence <ﬁ> , samples
X, Y can be reordered into segments X = [X_l > X_I‘], Y= [y_l > y_r].
Thus, segments X, Y correspond to choices C(X)Z[C(X)_l > C(X)_I‘]
and C(Y) = [C(y)_l > c(y)_r], etc. In this case, we refer to the segmenta-
tion operators C(X) and C(Y) as a choice made from reordered segments

S(A).
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1. INTRODUCTION

Usually, a theoretical or practical contribution to the theory and reality consists
in expanding existing categories, concepts, models, simplifications, etc. towards
obtaining new theoretical facts or solving unsolved problems. However, there is
another approach to extracting new knowledge from old and well-established
categories, which consists in recognizing new relationships or links hidden be-
tween old fundamental categories. This innovation taking two things that already
exist and putting them together in a new way is the main motive of this article —
a comparison, or rather, an interpretation the data analysis in terms of decision-
making process. The relationship between data analysis and decision-making is
nuanced, particularly in the contexts of automotive market where precise as-
sessment of issues, such as fuel consumption, may pose challenges. While it may
seem apparent, rigorous scientific validation ensures that connections between
data analysis and decision-making align with reality, preventing assumptions
from leading astray.

Car models are commonly classified into categories based on their fuel con-
sumption or economy, which helps consumers make informed choices about
efficiency and environmental impact. These classes often include designations
like "compact," "midsize," or "luxury," each reflecting different overall perform-
ance and levels of fuel efficiency. We are analyzing a data set of 2927 car mod-
els from various manufacturers, focusing on fuel consumption, measured in
Miles Per Gallon or Liters per 100 km for traditional cars and, additionally, in
kWh/100 km for electric and hybrid cars.

Data on well-established car models tend to provide relatively accurate fore-
casts, although, many factors, which cannot be easily accounted for by even the
most popular models, can affect the car market, such as lifestyle, technological
advances and rising fuel prices. Publications of Society of Automotive Engineers
(SAE) journals, the International Journal of Automotive Technology, and articles
from authoritative sources of the International Council on Clean Transportation
(ICCT) usually address topics related to vehicle fuel efficiency and vehicle label-
ing and data analysis procedures. Thus, a simple data analysis procedure, al-
though not ideal, may be preferable to a very complex probabilistic Case Study
of fuel characteristics.

Data analysis and categorization techniques play a crucial role in various
fields, from machine learning to information organization. In the realm of ma-
chine learning, algorithms like decision trees, support vector machines, and neu-
ral networks are commonly used for classification tasks. These techniques aim to
assign predefined labels or categories to input data based on patterns and fea-
tures.

In data analysis and classification, two opposing approaches can be distin-
guished based on their direction, as one starts with subjective knowledge to ar-
rive at objective knowledge, while the other does the opposite. In the first ap-
proach, specialists in a relevant field, such as physicians, biologists, astronomers,
market practitioners, and data analysts, apply categorizations techniques to ob-
jective statements about the obtained estimates of experimental data, observa-
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tions, etc. Accordingly, they may employ artificial intelligence" (Mitchell, 1997;
Seiffarth et al., 2021), statistical learning" (Hastie et al., 2009), pattern recogni-
tion" (Bishop, 2016), machine learning" (Domingos, 2010, which provides in-
sights into the quest for a universal learner), or any other suitable probabilistic
method (Murphy, 2012; Koller and Friedman, 2009) in their data analysis, which
would also include data mining techniques (Nan and Kamber, 2011, their work
covers various aspects of data mining), parameter estimation (Walter and Pron-
zato, 1997), management and decision-making problems (Narula and Weistrof-
fer, 1989), continuous modeling, multiple time series (Voelkle et al., 2012) and
computational methods (Mirkin et al., 1995). While these approaches necessitate
the knowledge of the distribution of judgments about the object under analysis,
in practice this is not always the case.

The purpose of subjective assessment methods (Frey, Vohandu, 1966) seems
to be their application to multi-dimensional indicators division into two classes,
which, at first glance, may turn out to be contradictory. It may also be that spe-
cialized knowledge is required, although this, as already stated, is not always the
case since knowledge of the distribution of numerical parameters, also known as
indicators, may be redundant.

These arguments will be demonstrated by considering the newly proposed
objective-to-subjective data analysis called "Blind Data Analysis", referred as
BDA, which solely considers whether one number is "less/greater" than another.
If common sense is achieved, then the well-known law or "Ockham's Razor"
principle of parsimony, which states that simpler theories are better than theories
that are more complex, will come into force. Accordingly, as such, a procedure
that requires fewer assumptions about reality can be considered the most reliable.

2. BOUNDED RATIONALITY POSTULATES

Rational choice theory is a framework that attempts to explain how individuals
make decisions based on their preferences and constraints (e.g., Arrow, 1948;
Jamison, 1973). Several of its postulates fall under the umbrella of so-called
bounded rationality, including the assumption that individuals have well-defined
preferences, make choices based on their expected utility, and make rational
decisions based on the available information. If the potential car buyers apply
these assumptions to the dynamics of vehicle evaluations, the introduction of an
additional postulate or constraint of monotonicity is required to account for
changing consumer preferences and assessments.

The postulate of monotonicity suggests that as the list of models for a pro-
posed purchase or sale of cars is narrowed down, consumers' assessments or
subjective utilities (referred to here as moments) will consistently and monoto-
nously decrease. In other words, as the options become more limited, individual
preferences or the perceived value of the remaining models will decrease in a
predictable and continuous manner. The constraint refers to the spontaneous or
impulsive judgments and evaluations potential buyers make during the car selec-
tion process. The argument suggests that as buyers eliminate certain car models,
their impulsiveness decreases, indicating a shift towards more thoughtful and
considered evaluations as the selection process progresses.
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This perspective could be relevant for various decision-making and data ana-
lysiss scenarios, including the evaluation and comparison of different products
before making a purchase. It is based on the premise, as decision-makers elimi-
nate alternatives; adjust their preferences, classifications and pairwise compari-
sons and evaluations that will consistently decline rather than fluctuating or ex-
hibiting non-monotonic behavior.

However, it is important to note that the concept of monotonic constraint may
not apply to all decision-making processes, as individual preferences and subjec-
tive assessments can vary significantly. As different people may have highly
divergent valuation criteria or impulses, their evaluations might not always ex-
hibit a monotonic decrease with a narrowing range of options. Therefore, while
constraint can provide a useful framework for understanding certain decision
dynamics, they should be applied with caution and should be considered in con-
junction with other factors that may influence individual choices. For this pur-
pose, in this work, Arrow’s (1959) strict consistency postulate is slightly modi-
fied to ensure the validity of the basic postulates of rational choice. This modifi-
cation to the standard rational choice framework accounts for the dynamics of
the automotive market and the behavior of car buyers. Specifically, the act of
choice consists of selecting several issues X (as described by Ma et al., 2015) or
as multiple options C(X) according to certain rules also outlined by Strzaletski
(2011).

Let us recall in a Boolean—that is, in a more formal—form the bounded ra-
tionality canonical postulates (cited by Aizerman and Malishevski, 1981, pp.
65-83, English version translated from Russian, p. 189). Here, they are presented
in connection with rational choice in the automotive market that involves factors
such as fuel efficiency, cost, environmental impact, and personal needs. Evaluat-
ing these elements helps customers make an informed decision that aligns with
their preferences and priorities, as outlined below.

o [ndependence with respect to removing rejected alternatives (or, for brevity,
elimination of options),
Postulate 5 (Chernoff, 1954, pp. 422—443) or Axiom 2 (Jamison and Lau,
1973, pp. 901-912):
From C(Y)c X Y it follows that C(X)=C(Y):
o Compatibility, the same as Postulate 10 of Chernoff and property Y of Sen:

From X UY it follows that C(X)"C(Y)c C(XUY)
o Non-strict Consistency, which is the same as Postulate 4 (Chernoff), or property
QL (Sen, 1971,
pp- 307—317) or the axiom C2 of Arrow-Uzawa (Arrow, 1959, pp. 121—127):
From X C Y it follows that X \ CX)cY \ C(Y) or equivalent to
XNC(Y)cC(X),
o Strict Consistency or constant residual choice, which is the same as Postulate 6
(Chernoff, 1954) and one of

the forms of the "weak axiom of revealed preference" of Samuelson, i.e., the
axiom C4 (Arrow, 1959, pp. 121-127):

From X Y and X N C(Y) # @ it follows that X N C(Y) = C(X).
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The strict consistency was confirmed in experiments with the correlation ma-
trix, see the Appendix. In fact, preferences for pairwise comparisons of indica-

tors in the set X of narrowed list X = Y remain in the same "less/greater" rela-
tion X<y or Y<X asin Y. However, pairwise indicator preferences may

shift disproportionately based on narrowed list X, potentially causing unse-
lected indicators in Y to become irrationally selected in X, akin to our Peda-
gogical Scenario. This shortcoming of the strict consistency postulate C4 can
easily be corrected to ensure the validity of the rational choice postulate C4 re-
mains unchanged, i.e.:

From X c Y and X "C(Y) = it follows that X " C(Y) = C(X) N C(Y).

and classification environment what is valuable for reliability and In this
slightly changed form, the postulate still operates in the same way as the canoni-
cal Arrow's strict consistency postulate, even though the founders of rational
choice theory (Simon, 1978) did not consider such dynamics (including Arrow in
1948 and 1959; Chernoff in 1954, and Sen in 1971). These postulates ensure
consistent outcomes with repeated decisions in the same categorization predict-
ability in the decision-making process. Namely, the relations in the part of the
objects remain in exactly the same state as the complete visual representation of
the objects. We are referring to the idea of self-similarity in the Fibonacci princi-
ple, where the characteristics of a part reflect the characteristics of the whole.
This concept is often observed in various natural patterns and structures.

3. PARSIMONIOUS APPROACHES

To validate the postulates of rational choice in the context of fuel consumption
classes, among various car manufacturers, we can examine how consumers make
decisions when selecting a car based on fuel efficiency and analyze whether their
choices align with the assumptions of rational choice theory.

There are several statistical methods that could be applied to test rational
choice postulates, including econometric models to estimate the parameters of a
utility function that describes how car owners make decisions and machine-
learning algorithms to identify patterns in the data and test whether they are
consistent with rational choice theory. At this juncture, it should be noted that the
following discussion of the exhibition scenario is only an introduction to the
main topic about the results and experiments carried out using the Excel spread-
sheet of information and interactive computer services, which are provided on
https://www.spritmonitor.de/en/. The spreadsheet was subjected to a validity test of
the independence postulates of the rejected alternative and the postulates of non-
strict and strict consistency with the established car models in the market. The
obtained findings indicate that car buyers may prioritize factors such as engine
power or fuel efficiency, which may be rational when postulating rejected alter-
natives. The presented postulates of consistency according to Ockham's Razor
procedure seem to confirm the experimental results. Nevertheless, a rigorous
proof of these assertions is beyond the scope of this article and will be left for
further research. On the other hand, the proof of independence from the rejected
alternatives follows from Proposition I given in Section 3.3. Proposition I has a
long history since publication in the Proceedings of Tallinn Polytechnic Institute
(Mullat, 1971, pp. 37-44).
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3.1. Pedagogical Scenario

The postulates of consistency and compatibility are specific theoretical
foundations used in economics to analyze decision-making behavior. These
postulates suggest that individuals make decisions based on issues of consistent
preferences that do not change over time. With regards to the postulate of strict
consistency C4, it is useful to paraphrase Arrow's intuitive interpretation to
consider the following. In terms close to the data analysis scenario, this suggests
that if some car models are labeled in the context of fuel consumption from the
range of models available for sale, then narrowing the range of labels should not
change the status of previously labeled or unlabeled to selected or unselected to
designate models cars. While this is part of the rationality criteria that Arrow
explored in his work on social choice theory and the impossibility of creating a
perfect voting system, it does assume some stability in the labeling system,
which is often useful when implementing data analytics tools.

Let's start the scenario with a "hypothetical" or "pedagogical exhibition"
based on the choice of a car at an exhibition when analyzing decision-making
classification phenomena. Suppose further that, after accepting an offer to
purchase a car, the salesman tells the customer that some of his preferred options
are not available, potentially causing irrational behavior on the part of the
customer or the salesperson. From a customer's point of view, it might be wiser
to try fuel-efficient cars that were initially overlooked. On the other hand, the
seller may offer more stylish and luxurious cars, even though there are
economical and equally good options. If a customer preferred fuel-efficient
vehicles but learned they were out of stock, they would likely include more fuel-
efficient models to expand the list of alternatives that were initially overlooked.
However, if the buyer wanted to buy an economical car and his choice was
limited for some reason, buyers, contrary to their original intention, may
welcome the seller's alternative offering more stylish models.

3.2. Significance

Returning to the cars pedagogical scenario, the cars would be listed linearly in
descending order based on fuel/electricity, where the highest fuel or electricity
consumption per 100 km is multiplied by 1, the next item in the list is multiplied
by 2, and so on. Here these figures are interpreted as "fuel consumption
credentials” or "moments”. The local maximum fuel consumption is selected
when the moment’s maximum is reached. Some details of the car selection
procedure just outlined are also relevant for analyzing automobile market data.

Let us assume that the client decides to accept the car fuel consumption at the
local moment maximum as an acceptable level of significance when choosing
cars with a higher or equal fuel consumption level, e.g., the list 10% 9% 8%, 72, 6%,
5%,... indicates that the peak of this sequence is located at 7> = 49. Define a list of

fuel consumption indicators p, € A, A| =n of n car models, k=1,n. In

particular, suppose that in the sample denoted by the letter H , the prospective
car buyer selects some potential cars as viable candidates according to the

reasonable fuel consumption. We can further define a totality of lists {H} of all

o0 samples or issues H < A. Accordingly, m(p,,H)=p, |H| moments as
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monotone system (in terms of Mullat, 1971) , or as monotone linkage clustering
(Kempner et al., 1997,) will evaluate so already called "credentials” of fuel
consumption. The procedure for finding the significance level of fuel

consumption commences with sorting all the fuel consumption indicators P, ,
constituting (as in the price sticker list) the vehicle fuel/electricity indicators
permutation <§> =p,2p,2...2p,2...2p, in descending order. Next, a

sequence T = <th> =P, xL,p,x2,..p, Xj...p, Xn, which components 7, we

called moments, j=1,n, is constructed. Hereby, the list of fuel consumption
indicators <5> , in contrast to the original list p, , is necessarily descending., We

called such sequences T as defining (Mullat 1971).
3.3. Internal Personal Stability

Internal or intrinsic personal stability refers to an individual's ability to maintain
a sense of balance, composure, and well being within themselves, irrespective of
external circumstances or challenges. It involves emotional resilience, self-
awareness, and a capacity to navigate life's ups and downs with a steady and
grounded mindset.

When we talk about internal personal/intrinsic stability in terms of being
"interpersonally incompatible” or "impossible to match through a monotone
transformation," it means that the relative economic preferences or
classifications of individuals cannot be reconciled using a simple, consistent
scaling or transformation.

In the context of Narens and Luce's work from 1983, monotone trans-
formation refers to a mathematical function that preserves the order of
preferences but might change the classification scale. If two individuals have
inherently incompatible preferences that cannot be aligned through such
transformation, it implies that there is no single, uniform way to compare or
match their classification preferences or evaluations. This concept underscores
the complexity of ensuring stability in interpersonal classification framework, as
certain inherent classes or categories in individual preferences may resist easy
standardization or comparison.

Our experiments show that when categorizing vehicles according to specific
utility functions or monotonic transformations based on fuel consumption using
BDA, the assumption of intrinsic personal stability is generally not satisfied.
Simply put, this highlights the complexity of the process, as individual
preferences and ratings, such as the rationale for predicting vehicles' prices based
on fuel consumption, in some cases cannot be consistently compared and
categorized, regardless of the specific scaling or units of measurement used.

3.4. The reasonable level
The moments <1tk> =7n,n,,...T,...7, are single peaked, where the peak denotes

the kernel issues H (Mullat, 1971-1995) of a monotone system. The list H"
constitutes the rational, i.e., the monotone linkage clustering implemented in our
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findings. At the location K~ from the top of the moments T = <7tk>, i.e., from

the top of the defining sequence of models, j=1,n, where the local maximum
u=max T, is reached, the peak, denoted by U, will be called the level of

significance.

Proposition 1. Among the totality of all samples H c A, i.e., among all the
lists {H} of all 2™ samples, the kernel H' guarantees reaching the global
maximum of the moment function F(H) of samples H; F(H)=u is equal
to uw=min_ _, 7(p,,H): H' =arg max,,_, F(H).

Proposition I confirms the postulate of independence from rejected alterna-
tives in two-person games, which was originally studied by John F. Nash in the
1950s, when he developed a solution to the bargaining problem. With regard to
the market for the purchasing and production of cars, Proposition I states that any
final decisions made or based on statistics should not be affected by the removal
of any parts of those statistics that are not reliable or represent a very small num-
ber of cases in which, for example, statistics have been collected into a database
and selected for review.

A transformation using some monotonic function tr(x) of indicators

P, >P,,» j=1n—1, preserving the validity of tr(p,) 2 tr(p, ), can still shift
the original H -kernel to H' #tr(H"), what happens, for example, when

transforming by tr(x)=x". However, the H" kernel, which takes into account

fuel consumption under the personal/intrinsic guidance of Narens and Luce,
remains unbiased for the proportional mapping tr(x) =a - x , for example, in the

case of converting liters to gallons.

3.5. Threshold-based Time-Series indicators

Time-Series data typically refers to data that is collected or updated periodically
or at regular intervals over time. Series are commonly used in data mining and
other areas where the objective is to detect outliers or changes in system
behavior. This could include information such as sales figures, stock prices,
weather data, or any other type of data that is recorded over a specific time
period. The frequency of data collection can vary depending on the needs and
requirements of the specific use case or analysis.

A threshold value can be used in the fuel consumption series to determine the
reasonable significance of cases where consumption level exceeds a certain
positive threshold or falls below a certain negative threshold (an illustration of
this scenarios are presented in the Appendix). In the specific case considered, the
indicators called fuel moments create a dynamic system since the previous state
of the consumtion determines its subsequent state. It is worth noting that the
postulates of strict and non-strict consistency emphasize the rational behavior of
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car buyers when new models expand the list of available alternatives. In the
event that prospective car buyers have chosen some of the best cars in the past,
these postulates state that they will still be inclined to consider old models, in
accordance with the "old love does not rust" adage.

Accordingly, if we look at our methodology for determining the significance
level u of car fuel consumption indicators p,, one may get the impression that

the procedure is applicable only to positive numbers. Generally speaking, the
same procedure is obviously valid for a negative series of numbers. In this sense,
the procedure can be used by analogy with what is called a "confidence interval”
in statistics. Indeed, if we apply the procedure to a positive series of numbers,
then as a result we will obtain a level of significance U in the form of a positive
number. Now, based on the found level U of significance, we can create a
sequence of deviations around this level, both £ A towards less and towards
excess. Now it will be possible to apply the procedure again, but this time in
relation to deviations from the original significance level u. As a result, the
"confidence interval” [— A +u,u+ Az] will be determined. By considering this

interval and observing whether the dynamic indicators cross the threshold u,
one can make significant decisions. Indeed, customers interested in economy
cars would likely make a purchase if the indicators consistently cross below
— A, +u, while this will be unlikely if the dynamic indicators intersect above

the u+ A, level. Looking at this interval and observing whether the dynamic

indicators cross the threshold value U customers can make a decision on how to
cluster the relevant data. Since market actual monitoring for the automobiles data
includes 2927 vehicle models, a fragmented version of it is presented in Table 1
(screenshot from an Excel spreadsheet).

MNegative significance level 3 0,61 Negative significance level = 5,21
Positive significance level > 3,19 Positive significance level >
Count |Fuel type | 1M100km Count Fuel type  kWh/100km
Alfa Romeo 2053 Gasoline | 9,28 2.3 BMW 315 Electricity 16,55 1,16
Aston Martin 24 Gasoline | 13,22 5,25| Bugatti 1 Electricity 10,18 -5,21
Bentley 12 Gasoline | 15,56 | 8,59] Citroen 72 Electricity 15,94 0.55
BNV 29508 Gasoline 8,86 1,89 Ford 25 Electricity 21,65 E,ZE|
Bugatti 2 Gasoline | 12,38 5,41| Ferrari 2 Electricity 41,45 26,06|
Chevrolet 1677 Gasoline | 9,76 2,79 Fiat 131 Electricity 17,11 1,72
Cadillac 135 Gasoline | 13,66 5,59| Honda 13 Electricity 19,65 4,26|
Chrysler 811 Gasoline | 10,84 | 3,87| Hyundai 532 Electricity 15,93 0.54
Daewoo 366/ Gasoline | 7,53 | 056 Jaguar 5 Electricity 20,90 5,51]
Citroen 5793 Gasoline 7.14 017 Kia 249 Electricity 17,34 1.95
Daihatsu 1200 Gasoline 5,86 | 1,11 Mazda 40 Electricity 19,43 4,04|
Datsun 4 Gasoline | 10,89 | 3,92 Mercedes-Benz 90 Electricity 24,26 E,E?|
Ford 20799 Gasoline 1, Mitsubishi 31 Electricity 14,23 -1,16

Table 1. Screen dump from Excel spreadsheet:
>u=+6.97, <A;=—61, >A,=+3.19 >u=+15.39, >A,=+3,87, <A=-5.21,

4. AUTOMOTIVE MARKET DATA

To demonstrate the effectiveness of the proposed approach, the standard
mechanisms and techniques of the MS Windows platform were utilized to view
the database related to thousands of car models in Excel spreadsheets. The list
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includes cars that are not only economical and reasonably inexpensive but also
even expensive stylish or luxury and cars of all available models. This
information has been extracted and recompiled from the interactive computer
services provided on the Spritmonitor.de website and includes vehicle fuel data,
significant volumes and other relevant variables.

Some comments are needed to clarify the implementation of our Ockham’s
Razor "procedure" for analyzing the car fuel consumption dynamics.
Specifically, it should be noted that the reliability of data on the lease or
purchase cars with regard to fuel consumption, where all fuel consumption data
have been available to everyone, is given by the fact that the MPG (mileage or
mile per gallon) data are guaranteed by the Cost Calculator and Tracker at the
date-to-date basic activity at the Spritmonitor.de database. The spreadsheet
https://www.spritmonitor.de/en/search.html was compiled using domain (Accessed
July 10, 2023).

An overview of common internal combustion fuels or hybrid/pure electric
vehicles is available (http:/www.datalaundering.com/download/MPG-MileAge-Data.xls, Au-
gust 22, 2023) in the database used in the experiment is presented here solely for
the purpose of illustrating the data collected so that the article is well suited to
the layperson of interest. Clearly, each fuel type has advantages and disadvan-
tages in terms of efficiency, emissions, availability and infrastructure. Analyzing
fuel consumption across these categories can provide valuable insights into the
efficiency and environmental impact of different car models. As seen from the
tabulated columns containing fuel consumption, blue and yellow cells differ
from others in certain patterns and frames, identified using the macro—Ctrl+s. In
accordance with Proposition I given earlier, an analysis of the significance levels
of the negative/positive (yellow/blue) values of the car indicator dynamics has
been conducted. Using the macro in columns, (selected or "pasted”) areas X of
spreadsheet in their entirety may consist of negative/positive numbers that are
distributed without any special purchase. However, the standard EXCEL data
sorting options allow the content of selected areas to be sorted in ascending or
descending order depending on the specified columns or rows. Thus, relevant
cells can be redistributed into "contiguous areas” of negative or positive values in
the column or row patterns to satisfy the necessary conditions. Such contiguous
areas can be used in experiments featuring the Case Study results. The C(X)

operator was compiled into the Ctrl+s macro, using automotive market share
fuels X as the initial data table below in column format of alternative X .

5. OCKHAM'S RAZOR PROCEDURE GUIDE AND PROPERTIES

The novel procedure proposed here, as previously noted, was called BDA, as it
involves finding the simplest explanation or a most parsimonious models that fit
the data based on the premise that simpler explanations are more likely to be true
than complex explanations. It is important to note that the BDA procedure is not
necessarily equivalent to other known statistical hypothesis testing, such as the
null hypothesis (often denoted Ho), which is the statement that there is no
significant difference or effect. Researchers seek to test this hypothesis against
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the alternative hypothesis (Hi), which, in contrast, suggests that there is a
significant difference or effect. The goal is to determine, based on statistical
analysis of the data, whether there is sufficient evidence to reject the null
hypothesis in favor of the alternative. However, it is important to remember that
our BDA procedure is just one tool in a broader set of statistical methods and
may not be suitable for every situation.

5.1. Arranging indicators in Excel

In the Excel spreadsheet http:/www.datalaundering.com/download/MPG-MileAge-Data.xls
you can find the BDA Ctrl+s macro. Those wishing to use it can copy the base
spreadsheet code into their own spreadsheet. In the properties of this macro, you
must also indicate that the macro can be executed using the Ctrl+s command.
However, when tabulating information, the first two rows of the table must be
blank, so users must insert at least two blank rows at the top of the table.

You can also arrange the indicators p yourself. For a column of p, indica-
tors located somewhere on the spreadsheet, select a block of rows k, which
point at the p, indicators in the located column that you want to sort, k = 1,_n
Go to the Data tab and use the Sort option in descending order based on the p,
values of the indicators. The p, indicators will rearrange itself into a descending
sequence of indicators <§> =P, 2P, 2...2p,. Then create an extra column for
the moments 7, =p, x j. In this case, those indicators p,, the moments of which

in 1 —cells exceed the significance threshold u = arg max =, should be painted

in a different color in contrast to those cells that are smaller.

5.2. Validation of consistency postulates

From the information presented in the main part of the article, it is clear that we
are talking about a “moment indicator”’, which was used to classify fuel
consumption in the context of choosing the optimal car. The indicator was
calculated as the product of the item number and the fuel consumption of the
option in a descending linearly ordered list of indicators. It serves to measure the
desirability of each option based on its fuel consumption. This measurement
involves applying Ockham’s Razor procedure to select the optimal option using
fuel moment as a scalar criterion. From the perspective of Ockham’s Razor,
when choosing between competing options, simpler explanations or models are
preferred.

Proof of Proposition 1.

To prove or verify the truth of this proposition, we can revisit the article. "On a
Maximum Principle for Certain Functions of Set Functions", (Mullat, 1971).
This is not necessary, however, since the proof in our particular case is much
simpler thanks to the following lemma.


http://www.datalaundering.com/download/MPG-MileAge-Data.xls
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Lemma. In any subset HC A of indicators A, the order of moments

n(p,,H)=p, |H| corresponds to the grand order of moments
n(p,,A)=p, |A| |A| =n ontheset A.

Simply put, the lemma states that if we take a pair of indicators p, <p,, then no

matter in which subset X or Y we consider this pair of indicators <pi ,P j> ,
the moment inequalities of 7(p,,X) <n(p,X) or m(p,,Y) <7 (p,Y) will
remain in force.

Now we can begin to prove the Proposition 1. The proof will be carried out

by contradiction. So, by construction, the set of indicators p,, j=Ln, is or-

dered in descending order from largest to smallest. In this case, it is obvious that

the sequence of moments <nj>, constructed according to the rules of our proce-

dure by multiplying the indicators by 1, by 2, etc., starting with the largest indi-
cator by multiplying by 1, etc., the sequence <ch> is single-peaked. Let this peak
be reached at a certain index p,. This indicator indicates a certain maximum

achieved at the local level. Now suppose that, contrary to the achieved local
maximum, we can find a certain subset H' of indicators on which the set func-
tion minn,_, (H) > 7, ; this means that on some set H' the global maximum is

greater than the achieved local maximum T, . If we now supplement the list of
indicators H' appending H' to H, > H'—to the list of all indicators in A
starting from some indicator p, =argminn_ (H,), k= |Hk|—then, according
to the lemma, it turns out that in our single-peaked sequence <7rj> we encoun-

tered an indicator P, with a moment p, -k, k=n'>m,. This is not possible

due to our construction method of the single peaked sequence <TC j> . n

The "Strict Consistency Postulate", which has been validated in experiments,
has been modified to suit the decision-making process, based on the premise that,
along with these modified postulates, a reliable and reasonable way to statisti-
cally analyze data is provided. Somehow, however, the theorem of Aizerman and
Maliszewski (Theorem I, 1981) may be useful, which states that the scalar condi-
tion of utility functions is necessary and sufficient for the truth of the modified
strict consistency postulate. A thorough analysis or evaluation of this claim is
beyond the scope of this work. If necessary, the list A of indicators must be
presented in the form of linearly descending order of fuel consumption or other
economic values related to vehicles.
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This means that the choice operator C(X) on the issues X of the list A of

alternatives/indicators acts on a certain list of segments S(A), which can be

either open or closed by resembling the set of all sub-lists 24, Thus, we can call
this dual terminology by choice or by segmentation/classification. The alterna-

tives A can be identified by special issues, now denoted already as segments
X=[x_l, x_r] of the indicators under consideration. Narrowing a segment

Y = S(A) to a segment X < S(A) is an action of narrowing the segment
Y= [y_l, y_r] to X = [x_l, x_r]. In view of this understanding that indicators
are linearly descending, the situation X T =Yy I with segments can preserve
the original ordering of choice operators C(X) nomenclature. To do this, in the
notation just introduced, a set function is defined (hereinafter referred to as the
function f(X) of the segment X): f(X)=x r or f(Y) =y r. With this func-

tion f(X) notification, we are ready to prove Proposition II given below.

Proposition II. When shrinking the segment Y € S(A) to the segment
X eS(A) as an extent of the segments of indicators of the common grand
segment A, the condition f(C(Y))>f(C(X)) is necessary and sufficient

for the fulfillment of the non-strict consistency postulate.

Proof.

Necessity. Suppose X 'Y and condition f(C(Y) > f(C(X))) are satisfied,
or in equivalent form between segments X and Y the situation results in
[c(y) _r>c(x)_1]. Note the validity of c(y) r= {y\e(y)} 1 and
c(x) r= {X \ C(X)}_l. Thus, the f(C(Y) > f(C(X))) condition results in
{y\ C(y)}_l > {X \ C(X)}_l. Given that X Y, we can rewrite the last ine-
quality in set-theoretic notation as X\ C(X) < Y \ C(Y), which indicates the

validity of the non-strict consistency. ®

Sufficiency. Let us assume that the postulate of consistency is not satisfied
for some segments X — Y in the form of segments S(A): i.e., contrary to the

postulate of consistency, the condition f(C(Y) > f(C(X))) is violated. Given
the violation, we consider only the opposite case f(C(X) > f(C(Y))), exclud-
ing the case f(C(Y)=1f(C(X))). The opposite case c(x) r>c(y) r and
{X \ C(X)}_l > {c(y)_r} are equivalent. From this we conclude that it is
possible to find an indicator P, = {X \ C(X)}_l such that p, e X\ C(X) in
contrast to p, ¢ Y \ C(Y) . The last statement contradicts the consistency postu-
late, namely the violation X\ C(X) & Y \ C(Y) of Proposition II. ®
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6. DISCUSSION, FINDINGS AND CONCLUSIONS

The rational choice postulates have led to intriguing results. The independence of
rejected alternatives can explain how certain car brands are favored for dynamic
options, while consistency plays a role in stable fuel consumption decisions.
Factors like options available, preferences, and situations influence customer
choices. Understanding buying behavior and context is crucial in the automotive
industry. Manufacturers should align strategies with customer needs, address
biases, and base offerings on objective data. Implementing a data analytics strat-
egy like BDA can benefit customers in the automotive market.

With all this in mind, it is crucial to delve deeper into the intricate process of
data analysis and categorization of data. It's imperative to recognize that this
process transcends mere organization; it is a nuanced journey from objective
depiction to subjective discernment. As emphasized repeatedly, the insights
gleaned from data case study manifest not only in factual descriptions but also in
subjective evaluations. These evaluations, often articulated as "interpretations, "
serve as invaluable aids for experts across various domains, aiding them in navi-
gating the complexities unearthed during the data case study endeavor. To facili-
tate this comprehension and preempt potential pitfalls, it becomes imperative to
outline certain "situations" or "traps" those motorists may encounter. By eluci-
dating these scenarios, specialists can leverage our comprehensive analysis
methodology to preemptively address and mitigate the adverse ramifications of
such situations, thereby fostering informed decision-making and proactive risk
management.

6.1. Pitfalls interpretation

Potential car owners may prioritize dynamic options such as powerful engines
and sportier styling over consistent fuel economy for reasons such as perform-
ance preference, driving experience or a desire for a more engaging and respon-
sive ride. These people may prioritize the excitement and thrill of driving, valu-
ing the dynamic aspects of the car over fuel efficiency.

Car buyers can become fixated on the starting price presented by the seller
or on the sticker. They may find it difficult to negotiate or deviate from this an-
chor point, even if it is not the best offer. Some customers may prioritize the
social status associated with owning a particular make or model of car over its
practicality or affordability. They may be willing to spend more than they can
afford simply to maintain or improve their social image.

When buying a car, impulsive behavior is prevalent as many customers make
quick decisions without doing thorough research or thinking about the long-term
consequences. They may fall in love with a particular car at first sight and rush
into the purchase without evaluating the alternatives. Customers can be influ-
enced by the opinions and actions of others, leading to a herd mentality. They
may buy a car simply because their friends, family or colleagues have one, with-
out properly evaluating their own needs and preferences. Emotional attachment
to a particular make, model, or even color of car can also cloud their judgment.
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Customers may overlook practical aspects such as fuel efficiency, mainte-
nance costs or resale value, instead prioritizing their emotional connection.
Some customers may be overconfident in their negotiation skills or car knowl-
edge, leading them to make irrational decisions. They may be reluctant to seek
expert advice and instead rely solely on their own judgment, which may result in
increased fees or sub optimal choices. Customers may have a strong bias in
favor of buying brand new cars, believing that new models are inherently supe-
rior, even though a used car with similar features could meet their needs at a
lower price. This bias can lead to cost overruns and financial stress.

Some clients may be overly concerned about the fear of missing out or losing
a perceived opportunity. This fear can lead them to make impulsive decisions or
agree to unfavorable terms, driven by the desire to get a deal done quickly, even
if it is not the best option available. However, it is important to note that while
such behavior may be irrational from a purely logical perspective, it often stems
from human psychology and the complex interplay of emotions, biases and social
factors.

APPENDIX 1. In data mining, separation refers to the ability to distinguish
distinct patterns or classes within a dataset. Techniques like clustering, data
analysis, or anomaly detection aim to separate data into meaningful groups based
on similarities or differences. This separation helps uncover hidden patterns,
trends, or outliers, contributing to better data understanding and decision-
making. A well-known categorization in this direction is a Finite Closer System

C(X) of sub-lists X € 2" of alternatives. Equivalent to a more precise defini-

tion provided by Seiffarth et al. (2021), our nomenclature will include the choice
operator C(X), which is given by Ctrl-s or a C-macro representing the Fixed

Point X = C(X) of the macro. Thus, based on the concept of a fixed point, the

search problem of closed lists turns into a search for a system of sub-lists from a
list A of alternatives such that each sub-list from this system is a fixed point of
the operator Ctrl-s. From the database https:/www.spritmonitor.de/en/ we have ex-
tracted a list A of almost all known gasoline-powered cars, where A includes
well-established car models. The experiment shows that the separation consists
of three segments of gasoline consumption per 100 km: X=[26.59,...,9.80],
Y=[9.78,...6.16] and Z=[6.13,..., 4.75]. The procedure for finding this separa-
tion is simple. First, the Ctrl-s macro is applied to all vehicles under investiga-
tion, resulting in the extraction of the first fixed point X = C(X). In the remain-

ing list A \ X, the Ctrl-s macro is implemented again, resulting in the next fixed
point Y = C(Y). Then, you need to extract the third one in the same way (ac-
cessed August 22, http://www.datalaundering.com/download/MPG-MileAge-Data.xIs, , 2023).

APPENDIX 2. Based on the information provided in the database, it appears that
the segment [5.47—9.80] liters per 100 km have been determined as a "reliable"
range for gasoline consumption for all gasoline-fueled car models. Within this
range, models to the left are considered more fuel-efficient, while those outside
the range to the right are deemed to consume fuel more excessively. Particularly,
based on the experiment conducted using models A3 and A4, these two models


https://www.spritmonitor.de/en/
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fall within a range of no more than 3.22 1/100 km to the right of the significance
value U = 6.58 1/100 km. On the other hand, the A5, A6, A7 and A8 models
exceed the significance level U by more than 3.22 1/100 km, indicating a no-
ticeable increase in fuel consumption. We also observed that the segment [5.47—
9.80] and the significance level 6.58 enable data analysis of all considered car
models into four fuel consumption classes. The most economical Audi A2 model
is in the yellow class, as opposed to the blue class, which is quite economical, to
which model A1 belongs, and which is below the significant fuel consumption
value u = 6.58.

APPENDIX 3. The purpose of this piece of writing is to illustrate what we have
called a procedure of "Blind Data Analysis" or BDA, based on a popular data
containing information about various car models. The data includes indicators
such as miles per gallon (mpg), horsepower and other attributes for 32 different
car models. We invite the reader to check or at least review the fact that our
visual representation of the correlation matrix in the example known to many
analysts largely comes down to the same motives that constitute the essence of
this study. Many data analysts often use this example (Henderson and Velleman,
1981).

*Miles/(US) gallon” represents the fuel efficiency

model mpg ol disp hp dat wt qsec vs  am gear can mpg Of different car models, specifically the number of
1 Mazda RX4 200 600 1600011000 390 262 1645 000 1,00 400 400 miles they can travel on one gallon of fuel

2 Mazda RXA Wag 200 00 1610011000 390 28 1702 000 100 400 AW oo Represents the count of cylinders in the engine
3 Datsun 710 280 400 106,00 93,00 385 232 1861 100 100 400 1,00 of each car model.

£ Homet 4 Drive 240 500 2580011000 308 32 1M 100 000 300 100 "Displacement (cu.in.)" atfribute refers to the

5 Homet Sportabout 18,70 8,00 2600017500 305 344 1702 000 080 300 200 disp engine displacement of each carmodel, typically
§ Valiant 110 600 2250010500 276 345 122 100 000 300 100 measured in cubic inches (cu.in.).

7 Duster 350 130 800 360,00 2500 321 357 1584 000 000 300 400 Gross horsepower is ameasure of the engine’s
8 Merc 2400 240 400 610 6200 369 319 200 100 000 a0 200 hpe poweroutput before accounting for various

9 Merc 230 280 400 14080 9500 392 315 290 1,00 000 400 200 losses, such as those from the transmission and
10 Merc 280 1920 600 1675012300 392 344 1830 100 000 400 400 A L .
11 Merc 280C 40 600 1676012300 392 340 1830 100 000 400 400 drat Rear axle ratio” attribute refers to the ratio of

the number of revolutions the drive shaft makes

12 Merc 450SE 16,40 8,00 275,80 180,00 3,07 407 1740 000 000 300 300 h oluti Fth }
13 Mere 4505L 130 B0 27540 10000 307 373 1750 000 080 300 30 ,“:;VDT"':i"“:OUO'[?FbD, iriarta” -
14 Merc 450SLC 1520 800 2530 W000 307 78 1800 000 000 300 300 sight ( S AAMIIE TEpIESEDD e

weight of each car model in thousands of
pounds.
“1/4 mile time” is often used as a measure of a

15 Cadillac Flestwood 10,40 B.00 4720020500 233 525 1738 000 000 300 400
16 Lincoln Continental 10,40 8,00 450,00 21500 3,00 542 1782 000 000 300 400

17 Chrysles Impesial W0 800 4000000 323 535 142 000 000 300 4N gsec . : :
18 Flat 128 40 400 THTD GO0 ADB 220 1947 100 100 400 100 g ﬁ]a;faagc::;:';?m and performance, particularly
peave e rnan e mwaom 0 L N s s s
21 Toyota Corona 250 400 12010 TN 30 247 B 190 600 10 10 indicator that categories the type of engine in

- P e Y . = vs each car model. A value of 0 typically represents
g ::&“j"';"’"ger :‘;:g :‘x ;fﬁ::zﬁ i:: ;ﬁ ﬁg; g‘x :'g i'g: ;ﬁ aV-shaped (VG or V8) engine, while a value of 1
74Cama:;3" 130 500 I0M02500 373 IM 1541 00 000 100 40 represents a straight (infine) engine.
—~ - T - - - ; : < ; v “Transmission (0 = automatic, 1= manual)”
5 Pantoc Firebird 120 B0 000017500 308 385 1705 000 000 300 200 iibite in the "categorizes the type of transmis-
2 Fiat X1.9 T 400 T900 G600 408 194 1890 100 100 400 100 S Sy il iy
27 Parsche 9142 /OO0 400 12000 900 443 20 1670 000 100 500 200 “Number of forward gears" indicates the count
20 Lotus Eurapa WAD 400 9510 11300 31T 150 690 100 10 50 20 pear offorward gears available in the fransmission of
29 Ford Pantera | 1580 800 IS100 26400 422 3T 1450 000 100 500 400 each car model
30 Ferrari Dino 19,70 600 450017500 362 277 1550 000 100 500 600 "Number of carburstor” represents the count of
31 Maserati Bora 1500 8,00 301,00 39500 354 35T 1450 000 100 500 800 carburetors in the engine of each carmodel.
32 Vohvo 102 240 400 2101500 411 278 BE 00 10 40 20 C3B Capreiors are devices that mix air with a fine
Table 2. The MTcars data frame with 32 observations on 11 (numeric) spray of liquid fuel for internal combustion en-

indicators gines.

For data analysis in practice, correlation matrices are usually calculated and visualized.
Correlation matrix analysis involves examining the relationships between multiple
variables by calculating and visualizing their correlations. Each cell in the correlation
matrix displays the correlation coefficient, which indicates the strength and direction of
the relationship between two variables. Positive values suggest a positive correlation,
negative values indicate a negative correlation, and values close to zero suggest a weak or
no correlation. This analysis helps in understanding patterns, dependencies, and potential
multi-co-linearity of variables recorded in the database.



Case Study of Fuel Consumption by Vehicles 189

g > g 2 g s E— © ; E g €Negative significance level
1 €Positive significance level
mpg | 1 -0.85-0.85-0.78 0.68 -0.87 .66 0.6 48 -0.55 = )
08 E S &
cyl 085 1 09 0.83 0.7 0.78 -0.59/-0.81 -0.52 0.53
060 048 |-0,85
disp |-0.85 0.9 1 0.79 -0.71 0.89 -0.71 -0.59 -0.5¢ a8 eyl 052 049 053
hp |0.78 0.83 0.79 1 0.66 -0.71-0.72 07s|[1 % |isp ry
drat |0.68 0.7 -0.71 1 0.7 0.71 0.7 02 hp
wt |-0.87 0.78 0.89 0.66 -0.71 1 -0.55 -0.69 -0.58 0
gsec -0.59 -0.71 1 074 -0.66 .02 vt
gsec|
vs |10.66 -0.81 -0.71 -0.72 -0.55/0.74| 1 -0.57 04
vs
am | 06 -0.52-0.59 0.71 -0.69 1 079
08 am | 060 0,52| 0,59 | 024 0,06
Qgear 4 <0.56 0.7 -0.58 079 1 o8 gear| 048 0,49
carb |-0.55 0.53 0.75 -0.66/-0.57 1 carb|-0,85| 053 0,39 0,09 043
El
Table 3 Table 4
Visualization of the MTcars correlation Visualization of the MTcars correlation
matrix in the form presented is available to matrix as it appears by applying the BDA
everyone in the public domain. method using the Ctrl+s macro
https://miro.medium.com/v2/resize:fit:1400/format: http://'www.datalaundering.com/
webp/1*UJvgUROXv07GQsQCzukMAw.png download/mtcars.xls

Comparing Table 3 from Table 4, it is easy to notice the almost complete
similarity of the tables. The only difference is that the significance levels of the
coefficients in Correlation Table 3 is a visualization associated with practical or
common sense judgment based on experience and traditional reasoning, in
particular with the color scheme, while those in Table 4 are based on the
postulates of rational choice.

APPENDIX 4. The goal of a graph classification problem is to assign labels to
specific nodes or edges in the graph and to learn patterns and features that help
make accurate decisions. The challenge is to efficiently aggregate and process
information from a graph structure. When graphs are viewed as sets of edges,
labels are often used for entire sub-graphs or individual edges. In our example,
we have a graph representing correlations. Thus, a classification task may
involve labeling specific groups of our 11 parameters from 32 car models
forming certain relationships, representing sub-graphs with strong positive
correlation "within a sub-graph" or with strong negative correlation "between
sub-graphs", each edge of which is associated with a blue or red label. where the
correlation is greater than +.66 within or consistently less than -0.55 between
sub-graphs.

In the example below, Table5 represents the A * A multiplication,
according to standard algebraic rules, obtained from the (0,1)-adjacency matrix
A . The (0,1)-cells in A denote by 1 the correlation coefficients (Table 3 or
Table 4) between the 11 parameters with a positive correlation threshold above
+.66. Then Table 5, where diagonal cells contain 0-s, is converted to Table 6.
Table 6 corresponds to vectors R and B outer-product R x B of the "total"
column R to the right of Table 5 by the "total" row B at the bottom of Table 5.
In Table 6 we leave only graphically adjacent vertices A, denoting with a
0-value those cells of Table 6 that do not indicate at adjacent vertices in A .


https://miro.medium.com/v2/resize:fit:1400/format:
http://www.datalaundering.com/
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dispj0 /2 0 1/ 0/1 0 0 0O 0 1|5
hp(0O/1 1 0 0 2 0 0 0 0 0|4

drat|0 0 0 0 O O O 1 1 1 0|3

gsec|1 /0 0 0 0 0 O 0 O O Of1
vs [0 0 0/ 0 1 0 0 0 0 0 0]1
am|1/0 0 0/ 1 0 0 0 O 1 0|3
gear(1/0 0 0O 1 0 0O 0 1 0O O3

carbf0 |1 1 0 0 0O 0 0 O O Of2

w B N et A W N

-
[~}

-
ey

=] o | | Hd =] H -]
2% 2 o 8 o E &8 FR 4w E 8 | &
E & o clv ¥ &2 & >3 o @ | o
mpg|0 0 0 0 O 0O 1 0 1 1 0|37 |mpg 0 3 0 0 0
cyl|lO/O 2 1/ 0 1 0 0 0 0 1|5 cyl 0 0 0 0 o0

disp

drat

qsec
vs
am

gear

carb

0 0 0 0 0 0

Table 5; The product A x A of
adjacency (0,1)-matrix A

6 7 & 9 10 11

Table 6; The R and B outer-vector

product R ® B

We can now apply our BDA technique to Table 6, the result of which is
shown in Figure 1. There are many classification methods on graphs, for
example, Viswanathan, et al., 2010. We have also contributed to this field by
using the so-called method of "Monotonic Systems" algorithm (simplified in our
BDA) to visualize the results of data analysis (Mullat, 1977). The correlation
matrix visualization below is only an addition to BDA technique. As shown in
Figure 1, there are two different classes that can be distinguished by dividing our

11 parameters given in Table 2.

Figure 1; Visualization of BDA results using
correlation of 11 parameters of Table 2.

Indeed: 1) {cyl, disp, hp, drat,
wt}; 2} {am, gear, carb} and
separately group of parameters
3) {mpg, vs, qsec}. We do not
intentionally use any classi-
fication method, but simply
use common sense, which we
hope is sufficient to visualize
the effectiveness of our "Blind
Data Analysis Procedure”.
However, it can be proven
that the first two classes
visualize the separation of
correlation coefficients when
BDA is applied separately:
initially by a block (Outer—

Vector)l 7®1 .7, and
thenby5 11@5 11 of

rows and columns. The pheno-
menon of separation has
already been discussed in
Appendix 1.
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